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Abstract
Although the TCP/IP protocols have made 

great contributions to the development of the 
Internet, there is a consensus that the Internet 
needs improvement to solve the address space 
exhausted, content-oriented service, and so on. 
The academic community has proposed lots of 
valuable but heterogeneous network protocols, 
which provide better network services but split 
the Internet. To connect these heterogeneous net-
works, many middleboxes (e.g., NAT and Tunnel) 
are deployed on Internet, but these middleboxes 
mask the communication peers and shield various 
network services that are provided by these het-
erogeneous networks. In this paper, we propose 
the HNN (heterogeneous networks negotiation), 
which provides transparent end-to-end commu-
nication and connects heterogeneous networks 
stateless in the data plane. What’s more, HNN 
enables the host to perceive the available network 
service provided by heterogeneous networks and 
helps the host structure appropriate packet head-
er and packet forwarding path to take advantage 
of these heterogeneous networks services. We 
implement and evaluate an HNN prototype with 
commodity Barefoot Tofino programmable switch 
S9180-32X. The evaluation results demonstrate 
that HNN introduces little processing time over-
head (no more than 3%) compared to well-known 
heterogeneous connectivity techniques (i.e., NAT 
and Tunnel) and allows hosts to utilize heteroge-
neous network services.

Introduction
The Internet architecture with TCP/IP has 
achieved great success, which shields the diversity 
of heterogeneous underlying technologies and 
supports innovative applications. However, there 
is a consensus that the current Internet design 
also has many shortcomings. Such as the IPv4 
address space is exhausted, the lack of a security 
design that has left the Internet vulnerable to a 
wide range of attacks (e.g., IP address spoofing 
[1], denial of service [2] and DNS hijacking [3]), 
and the basic service model of the Internet (point-
to-point packet delivery) is not ideally suited to 
today’s network requirements, which are predom-
inantly content-oriented [4].

With these aforementioned shortcomings of 
the current Internet, the academic community 
has proposed a lot of valuable schemes. Such 
as IPv6, SCION [5] and NDN [6]. However, the 
Internet, almost by design, does not facilitate a 
clean, incremental path for the adoption of new 
capabilities at the IP waist [7]. As a result, there 
are many incompatible heterogeneous networks, 
which provide various network services with 
different packet formats. These heterogeneous 
networks improve network quality of service in 
some contexts, but split the Internet and hinder 
the Internet’s evolution. Many middleboxes (e.g., 
NAT and Tunnel) are used to connect these het-
erogeneous networks and eliminate the deadlock 
of innovation.

However, these middleboxes have many limita-
tions, such as NAT64 hiding the communication 
peer and can only initiate the session from one 
end. What’s more, the middlebox techniques shield 
the services provided by heterogeneous networks 
and make the host lose the opportunity to ben-
efit from these heterogeneous network services. 
For example, a host in the IPv4 domain wants to 
request content and it could only connect to the 
IPv4 server for this content even though there is 
an NDN network available on the packet path to 
the server. This impacts the performance and uti-
lization of the Internet. We seek to find a scheme 
that enhances the network service by connecting 
heterogeneous networks with stateless in the data 
plane and enables hosts to benefit from available 
heterogeneous network services.

In this paper, we propose the HNN (hetero-
geneous networks negotiation), which makes the 
host aware of various heterogeneous network 
services that are provided by heterogeneous 
networks. HNN helps the host to construct the 
appropriate packet header that is used to for-
ward and invoke services in different heteroge-
neous networks. When a host has some network 
requirements (e.g., request content), it will send its 
requirement to the service platform with a nego-
tiation packet first. The negotiation packet car-
ries host’s requirement and some packet header 
parameters. After receiving the negotiation pack-
et, the service platform will combine the host 
requirement and available heterogeneous net-
work services to determine the packet forwarding 
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direction and add some packet parameters if nec-
essary. Finally, the negotiation packet arrived at 
a node that can provide the content. This node 
will return a negotiation reply packet with packet 
header parameters to the host via service plat-
form. After completing this negotiation process, 
the communication parties perceive the available 
network service and get the appropriate pack-
et header construction for invoking the service. 
Then, the subsequent packets can be forward-
ed and use the comfortable services in heteroge-
neous networks smoothly.

We make the following contributions in this 
paper:
•	 We propose the HNN, which connects het-

erogeneous networks stateless in the data 
plane.

•	 HNN enables the host to perceive the 
available network service provided by het-
erogeneous networks and helps the host 
construct appropriate network layer header 
and forwarding paths.

•	 We connect IPv4, IPv6, and NDN networks 
with HNN based on the commodity Bare-
foot Tofino programmable switch S9180-
32X to demonstrate the HNN is efficient 
and beneficial.
In the rest of this paper, we give the HNN 

detail with an example in II. Then, we implement 
and evaluate an HNN prototype in III and analyze 
the challenges and opportunities in V. Finally, we 
make a conclusion in VI.

The Detailed Description of HNN
In this section, we describe the details of HNN to 
show how can we connect the heterogeneous net-
works via negotiation. Firstly, we give an overview 
of HNN with an example, as shown in Fig. 1. Then 
we introduce two connection stages in HNN: the 
heterogeneous networks negotiation stage and the 
heterogeneous networks connection stage.

A Overview of HNN 
Consider a host in an IPv4 domain and proceeds 
to require a file named “network.org.” In the 
canonical IPv4 network, this host will connect to 
an IPv4 content server, express its requirement 
and download this “network.org” file without 
deliberateness. Because there are no other alter-
native solutions. However, the Internet has grad-
ually changed and many novel networks (e.g., 
NDN) have been proposed, deployed, and con-
nected. Even though these heterogeneous net-
works are simply spliced together with NAT or 
Tunnel, the current Internet has become a collec-
tion of multiple different networks rather than a 
single IPv4 network. With HNN, the host in IPv4 
domain has the opportunity to use other alter-
native services provided by other heterogeneous 
networks. As shown in Fig. 1, there is an IPv4 
network connection with an IPv6 network and 
an NDN network. When the host within an IPv4 
domain wants to request the “network.org,” it will 
send a negotiation packet that includes its require-
ment to the service platform first. The platform 
analyzes this negotiation packet, chooses the best 
content source (e.g., NDN network), and helps 
construct the network layer packet header and 
forwarding path. To be more precise, the nego-
tiation packet will be forwarded from the IPv4 

service platform to the NDN service platform. The 
NDN service platform spread this content require-
ment in the NDN network and returns a negoti-
ation reply packet. After finishing the negotiation 
process successfully, the IPv4 host downloads 
the “network.org” from NDN network with the 
negotiated packet header. In a nutshell, the host 
gets the appropriate packet header and forward-
ing path with the service platform via negotiation 
stage firstly. Then the host uses the specific packet 
header to meet its requirement in the connection 
stage.

Heterogeneous Networks Negotiation
The heterogeneous network negotiation stage 
involves communication parties and multiple 
service platforms. The service platform relies on 
the border router that connects heterogeneous 
networks with physical links and is configured 
with multiple protocol stacks to support parsing 
various packet headers and collecting heteroge-
neous network services information. These het-
erogeneous network services information can be 
embedded in the extended BGP protocol and 
propagated to service platforms through border 
routers. As for the domain with multiple border 
routers, we deploy the corresponding number of 
service platforms. These service platforms in the 
same domain advertise available heterogeneous 
network service information to each other with 
the extended IGP protocol.

As for the IPv4 host in our example, it will get 
the service platform information (e.g., its IPv4 
address) when joining the domain through the 
bootstrapping mechanisms (e.g., DHCP). When 
this host requires the “network.org” file, it uses 
the negotiation packet with the service platform 
to complete the negotiation stage. As shown in 
Fig. 2, the host sends the negotiation packet that 
includes a negotiation header and an IPv4 header.

This negotiation packet will be transited to 
the service platform via internal routers, which 
perform IPv4 packet forward logic. After the ser-
vice platform received this negotiation packet, it 
parses the packet and finds the requirement is 

FIGURE 1. An example of HNN, which includes three heterogeneous networks 
and two stages.

HNN helps the host to construct the appropriate packet header that is used to forward and invoke 
services in different heterogeneous networks.
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getting a file named “network.org.” This platform 
weighs the available heterogeneous network ser-
vice (i.e., IPv4 content server, IPv6 content serv-
er, and NDN network) and chooses the NDN 
network.1 Then the service platform adds an 
NDN header over this negotiation packet and 
forwards it to the NDN network. The NDN net-
work service platform will continue to process 
this negotiation packet and spread the require-
ment in the NDN network. Finally, this negoti-
ation packet arrives at an NDN node that has 
this file. This NDN node will return a negotiation 
reply packet to the IPv4 host through service 
platforms. The negotiation reply packet process-
ing is similar to the negotiation packet. After the 
IPv4 host received the negotiation reply packet, 
the negotiation stage is completed. The com-
munication parties cache the packet header and 
forwarding path that is carried in the negotiation 

packet or negotiation reply packet, then turn into 
the stable connection stage.

Heterogeneous Networks Connection
In the heterogeneous network connection stage, 
the communication parties use the appropriate 
packet header, which is structured by service 
platforms, to transmit data during heterogeneous 
networks smoothly. We take transmitting the “net-
work.org” file as an example. The NDN node 
parses the negotiation packet, which includes an 
NDN header, an IPv4 header, and a negotiation 
header. It learns that the appropriate network 
layer packet header is an NDN header covering 
an IPv4 header and transmits data with this mixed 
packet header (as shown in Fig. 3). We refer 
to this type of packet as the connection pack-
et. In the NDN domain, the connection packet 
is forwarded with the NDN header. When this 

FIGURE 2. The heterogeneous networks negotiation stage. Hosts express their service requirements with 
negotiation or negotiation reply packets. Upon receiving a negotiation or negotiation reply packet, the 
service platform will parse the service requirement, add a new L3 packet header (if need), and forward it.

FIGURE 3. The heterogeneous network connection stage. Hosts transmit data using the mixed header structured 
by service platforms. When receiving a connection packet, which does not have the negotiation header, 
the border router will forward it and remove the outermost L3 packet header (if need).

1 Generally, the NDN net-
work is more suitable for 
content distribution. Here 
also can use smarter algo-
rithms to compare services 
and choose the best.
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connection packet reaches the border router, the 
border router strips its NDN header to expose the 
IPv4 header and forward it to the IPv4 domain. 
Finally, this connection packet arrives at the IPv4 
host based on its IPv4 header. During the con-
nection stage, the router is stateless and focuses 
on forwarding packets besides removing some 
packet headers on the border router.

Implementation
We implement a prototype HNN with the com-
modity Barefoot Tofino programmable switch 
S9180-32X and set the service platform on the 
switch control plane.

A Draft of HNN Header
In our HNN prototype, we implement the negoti-
ation packet with insert a slim negotiation header 
between L3 and L4, as shown the brown part in 
Fig. 4.

Our negotiation header consists of five 
parts. The version part (4 bits), nHdr part (4 
bits), and total length part (8 bits) are the com-
mon header descriptions. The flag part (4 bits) 
indicates the type of negotiation packet: the 
negotiation request packet with the flag is 0 and 
the negotiation reply packet with the flag is 1. 
The request ID is used to distinguish between 
different negotiation processes on the same 
host and the negotiation reply packet must take 
the correct request ID otherwise this negotia-
tion reply packet should be considered invalid 
and discarded. As for the host requirement and 
header parameters, we put them in the payload 
part which will be parsed and handled in the 
service platform and host.

Component Description
Host: We take three ubuntu 18.04 hosts as the 
communication parties that use HNN protocol to 
connect together through IPv4, IPv6, and NDN 
networks. Each host runs the negotiation protocol 
to send and handle the negotiation request/reply 
packet in the heterogeneous networks negotiation 
stage. The host will assign a unique ID number to 
each negotiation process and set it in the nego-
tiation packet header. After finishing the negotia-
tion stage, each host caches the header structure 
and forwarding path of the mixed packet. Then 
they use the connection packet to transmit data 
through heterogeneous networks.

Border Router: The border router connects at 
least two heterogeneous networks and supports 
parsing these heterogeneous packets. There are 
two packet handle logic in the border router, as 
for the negotiation packet, which includes nego-
tiation request or reply packet header, the bor-
der router should send it to the heterogeneous 
network port based on its L3 header if its ingress 
port is not the control port, otherwise send it to 
the control plane. For packets without negotiation 
header, the border router first performs general 
network layer forwarding, such as IP address lon-
gest prefix matching, and then determine whether 
to remove the outermost L3 header according to 
the forwarding port.

Service Platform: We implement this ser-
vice platform on the programmable switch con-
trol plane. The service platform handles the 
negotiation packet according to the available 

heterogeneous network services. After receiv-
ing a negotiation packet, the platform parses its 
payload and gets the host requirement. Then it 
chooses the appropriate heterogeneous network 
service, adds a new L3 header and forwards this 
packet. In our HNN prototype, we preconfigure 
the heterogeneous network service information in 
the service platform.

Evaluation
We set three hosts in IPv4, IPv6, and NDN net-
works respectively, and connect these three 
heterogeneous networks through the service 
platform. The host can perceive the available 
heterogeneous network services through the ser-
vice platform and select the appropriate network 
service with HNN. Here, we evaluate the per-
formance of the negotiation stage which mainly 
involves service platform processing and the per-
formance of the connection stage that forwards 
the connection packet on the border router. Pre-
cisely, we evaluate the packet processing time 
when the IPv4 host connects with an IPv6 host, 
requires the content from NDN and the IPv6 host 
requires the content from NDN.

As for the negotiation stage, we conducted 
1000 experiments to test the service platform 
processing time and analyze the impact of the 
negotiation stage on network performance. The 
results are shown in Fig. 5, from which it can be 
found that more than 80% of the negotiation 
packet is completed within 25ms. The average 
negotiation time for IPv4-IPv6, IPv4-NDN, and 
IPv6-NDN on the service platform is 23.508ms, 
22.517ms, and 23.646ms, respectively. This 
negotiation process time will increase if more 
complex decision algorithms are used. But it 
should note that the negotiation process is only 
triggered when establishing a new connection 
and we argue that this negotiation time overhead 
is acceptable.

After completing the negotiation stage, the 
host uses the connection packet for heteroge-
neous network communication. This connection 
packet contains the specified header structure 
which determines the forwarding path and 
service mode. The forwarding process of con-
nection packets does not involve the service 
platform but removes the outermost network 
layer headers one by one on the heterogeneous 
network border routers. We evaluate the for-
warding time overhead of the connection pack-
et on the heterogeneous network border router 
with various size payloads (i.e., 126 Bytes, 768 

FIGURE 4. A draft of the HNN header, which is a slim customized header 
between L3 and L4.
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Bytes, and 1500 Bytes) and the result is shown 
in Fig. 6a. It can be found that the forwarding 
time in different scenarios is stable because the 
border router just removes the outermost L3 
packet header and forwards the packet. What’s 
more, we compare the forwarding time over-
head of connection packets with some well-
known network technologies (i.e., IPv4, IPv6, 
NAT, and Tunnel) using the 768 Bytes payload. 
As can be seen from Fig. 6b, the processing time 
overhead on the heterogeneous network border 
routers is larger than simple IP packet forward-
ing, but this extra time overhead is only on the 
border router. The processing time overheads of 
NAT, tunnel, and HNN are 731.53, 728.76, and 
750.5 nanoseconds, respectively. The network 
performance of HNN is comparable to the exist-
ing heterogeneous network splicing technology 
(e.g., NAT and Tunnel) and enables the host to 
use various heterogeneous network services. 
Therefore we argue that HNN is beneficial and 
competitive.

Challenges and Opportunities
There is a widespread agreement that the cur-
rent Internet is both inherently flawed and deeply 
entrenched [4]. The IP protocol is deeply embed-
ded in host networking and application software, 
as well as in router hardware and software. There-
fore, the Internet changes face extremely high 
deployment barriers (as evinced by the decades-
long effort to move from IPv4 to IPv6). Many 
heterogeneous networks are gradually deployed 
to improve the user experience separately and 
there is a significant functional gap between 
them. An advisable scheme is connecting these 
heterogeneous networks and enabling the host 
to benefit from heterogeneous network services. 
In this paper, we propose the HNN that connects 
heterogeneous networks exquisitely via negotia-
tion and there are maybe some challenges when 
deploying HNN in the current Internet. We ana-
lyze these challenges and present some solutions 
in this section.

Select the Appropriate Heterogeneous Net-
work Service. The current Internet is complicat-
ed and unstable. More specifically, the network 
congestion and routing failures are common 
occurrences on the Internet. The heteroge-
neous networks are more uncontrollable and 

FIGURE 5. Negotiation process time overhead on the service platform. a) Negotiate IPv4 and IPv6. b) Negotiate IPv4 and NDN.  
c) Negotiate IPv6 and NDN.

FIGURE 6. Packet forwarding time overhead on border router. a) Forwarding time overhead of different size connection packets.  
b) Forwarding time overhead for multiple network technologies.

Many heterogeneous networks are gradually deployed to improve the user experience separately and 
there is a significant functional gap between them.
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the network link states have a great impact on 
the quality of service. Choosing the appropriate 
network service to meet the host requirement 
in the fickle heterogeneous networks is tricky. 
The service platform needs to evaluate these 
heterogeneous network services with link states 
dynamically. Fortunately, there are already some 
inter-domain link-state sharing strategies available 
for reference [8]. We can add some heteroge-
neous network link states in the BGP protocol and 
enable the service platform to select appropriate 
services dynamically.

The Heterogeneous Network Negotiation 
With Massive Flows. The heterogeneous network 
negotiation in the service platform will introduce 
some overhead, especially using some intelli-
gent complex algorithms to evaluate and select 
the appropriate heterogeneous network services. 
Considering the massive traffic forwarded on the 
backbone network equipment, take the negotia-
tion with such scale flows on the backbone ser-
vice platform will be stressful. We recommend 
using distributed negotiation. To be precise, the 
backbone border router only focuses on data 
plane forwarding and distributes the heteroge-
neous network service information to its subnet-
works. The heterogeneous network negotiation 
stage is completed with the service platforms in 
the subnetworks.

Incremental Deployment the Service Plat-
form. Every change to the Internet does not 
happen overnight and we need to improve the 
Internet gradually. Fortunately, the HNN can be 
deployed incrementally. When some domains 
have deployed the HNN, then they can share 
heterogeneous network services and better meet 
host requirements immediately. The available het-
erogeneous network services will increase with 
the gradual deployment of HNN. The exciting 
thing is that with the development of NFV (Net-
work Functions Virtualization) [9], [10], [11] and 
SDN (Software Defined Network) [12], [13], [14], 
we can implement the service platform as a virtu-
al network function and modify the border router 
expediently.

The Security Considerations About HNN. 
Internet is notoriously hard to secure. Although 
our main purpose is to connect heterogeneous 
networks and allow hosts to benefit from diverse 
heterogeneous network services, we do not want 
to introduce security risks with HNN. The nego-
tiation with the service platform is important 
and determines the subsequent communication 
process of the host. The sophisticated attacker 
may impersonate the service platforms, hijack 
the negotiation packets and then manipulate host 
communications to inject malicious code or steal 
sensitive data. We recommend deploying a pack-
et filtering mechanism on border routers. More 
precisely, a domain should discard negotiation 
packets from outside and the source address is 
the service platform of this domain. In addition, 
we also recommend that the service platform be 
certified with RPKI [15] to ensure that the nego-
tiation process is conducted via the legitimate 
service platforms. Since the negotiation packets 
are only used at the beginning of the session, we 
argue that these security mechanisms related to 
the negotiation stage do not impose too much 
burden on the network.

Conclusion
The Internet has flourished and solidified for 
decades. However, the innovation and evolution 
of the Internet infrastructure itself are difficult. The 
reason could be attributed to the inability of the 
fixed Internet architecture to accommodate inno-
vations in core mechanisms, such as the inability 
to dynamically deploy a non-IP addressing model 
better suited to content-oriented scenarios. As 
a result, many heterogeneous network services 
were deployed to enhance the Internet separately 
and the Internet gradually became a collection of 
many isolated networks.

In this paper, we propose the HNN that 
enhances the network services via connecting 
the heterogeneous networks with negotiation. We 
aim to enable hosts to perceive and benefit from 
the various heterogeneous network services pro-
vided in the Internet. Combined with the develop-
ment status of the Internet, we try to change the 
Internet infrastructure as little as possible. There-
fore, we complete the heterogeneous network 
negotiation stage through some service platforms 
deployed on the network edge, which is the ori-
gin of the evolution because each edge network 
is by nature a single management domain and has 
a clean interface with external networks. These 
service platforms coordinate various heteroge-
neous network services and better meet the host 
requirements via negotiation. We demonstrate 
that it is feasible to connect heterogeneous net-
works smoothly through negotiation with an HNN 
prototype.
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