
extensive repercussions, posing a fun-
damental threat to Internet security 
and presenting significant incentives 
to attackers. As a result, both industry 
and academia have dedicated substan-
tial efforts6,8,16,20,25,36,37 toward combat-
ing the diverse spectrum of network 
attacks. What has received limited 
attention, however, are vulnerabili-
ties arising from cross-layer interac-
tions among various protocols within 
the TCP/IP protocol suite, caused by 
forged Internet Control Message Pro-
tocol (ICMP) error messages. These 
vulnerabilities can be exploited by off-
path attackers, posing risks to Inter-
net security.

In the process of network data pro-
cessing, protocols within the suite 
must interact and coordinate across 
layers. This cross-layer interaction en-
sures the smooth generation, trans-
mission, reception, and storage of 
data. For example, when delivering 
an HTTP message, protocols such 
as DNS, TCP, IP, ARP, and Wi-Fi may 
need to be invoked to process and 
encapsulate the message. Although 
each protocol within the stack may 
individually possess sufficient robust-
ness, combining these protocols and 
engaging in cross-layer interaction 
through function calls can introduce 
security issues or anomalies. Specifi-
cally, the proper execution of one lay-
er’s specific functionality can be com-
promised by the normal execution 

T HE TCP/IP PROT OCOL suite is a set of communication 
protocols underpinning the Internet. Protocols at 
different layers of the suite—for example, Wi-Fi, IP, TCP, 
and HTTP (Figure 1)—form the essential framework 
for data transmission on the Internet. But given 
the paramount significance of the TCP/IP protocol 
suite, it is also a pivotal target for myriad forms of 
attacks.4,9,12,16,18,22,28 Vulnerabilities in the suite can have 
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 key insights
	˽ The TCP/IP protocol suite serves as the 

backbone of the Internet. Despite more 
than 40 years of development, its security 
remains a critical concern.

	˽ By exploring the security implications 
of cross-layer interactions within the 
TCP/IP protocol suite, particularly those 
triggered by ICMP errors, we identified 
several significant vulnerabilities in 
modern TCP/IP implementations.

	˽ There remains a continuous need to 
uncover subtle semantic vulnerabilities 
within the TCP/IP protocol suite, 
particularly through techniques that 
minimize manual effort, such as program 
analysis and AI-driven approaches.

https://dx.doi.org/10.1145/3689819
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3689819&domain=pdf&date_stamp=2025-02-21


MARCH 2025  |   VOL.  68  |   NO.  3  |   COMMUNICATIONS OF THE ACM     49



of other layers. For instance, the loss 
of frames in wireless networks com-
monly occurs due to inevitable com-
munication-noise interference; how-
ever, at the TCP layer, if TCP segments 
are not promptly acknowledged due 
to the loss of wireless frames, it can 
mistakenly trigger the detection of 
network congestion, leading to inef-
ficient execution of the TCP conges-
tion-control algorithm.34

ICMP, recognized as a fundamen-
tal component of the TCP/IP protocol 
suite, frequently drives cross-layer in-
teractions that transcend traditional 
network layer boundaries to report 
network conditions or errors. By op-
erating directly on top of IP, ICMP er-
ror messages embedded with various 
payloads can influence the behavior 

of higher layers such as TCP and UDP, 
and can even be exploited by off-path 
attackers to compromise higher-lay-
er protocols. Here, we undertake a 
comprehensive study to investigate 
the cross-layer interactions within 
the TCP/IP protocol suite caused by 
forged ICMP errors. In doing so, we 
uncover multiple vulnerabilities, in-
cluding information leakage, desyn-
chronization, semantic gaps, and 
identity spoofing. We discuss each 
of these in turn, but first we will pro-
vide some background on ICMP error 
messages and their associated threat 
model.

Basics of ICMP error messages. 
ICMP error messages are specific 
types of ICMP messages generated in 
response to network issues. They play 

a crucial role in identifying and diag-
nosing problems within a network.3,5,35 
These messages include Destination 
Unreachable (indicating network 
failures or host unavailability), Time 
Exceeded (resulting from packet time-
to-live expiration), Parameter Prob-
lem (addressing IP header parameter 
issues), and Redirect Messages (for 
optimizing routing). Source Quench 
messages, historically significant for 
congestion control, are now deprecat-
ed. Aiming to report network issues 
to the receiver, ICMP error messages 
inevitably induce cross-layer interac-
tions within the TCP/IP protocol stack 
and prompt the receiver to adjust its 
behavior based on the received ICMP 
error messages. According to the 
ICMP specifications,3,5,35 ICMP error 
messages should contain at least the 
first 28 octets of the original packet 
that triggered the error message (that 
is, 20 octets of the IP header plus at 
least the first eight octets). When an 
ICMP error message is received, the 
receiver can use the embedded pay-
load in the message to match it to the 
corresponding process. This enables 
the process to adapt and respond ef-
fectively. For example, when an ICMP 
Destination Unreachable message 
with the code “Packet too big” is re-
ceived, it facilitates cross-layer inter-
actions by enabling the receiver’s TCP 
to reduce its maximum segment size 
(MSS), thereby avoiding IP fragmenta-
tion on the intermediate routes that 
issued the ICMP error message.

Unfortunately, in practice, it is easy 
for attackers on the Internet to forge 
ICMP error messages to manipulate 
the receiver’s behavior, for a couple 
of reasons. First, because ICMP error 
messages can be generated by any in-
termediate router along the network 
path, it is difficult for the receiver to 
authenticate their source. This is par-
ticularly challenging because attack-
ers can use IP address spoofing tech-
niques to forge the source IP address. 
Second, although ICMP specifications 
require that error messages include 
at least the first 28 octets of the origi-
nal packet, enabling the receiver to 
match the message and perform a 
legitimacy check, attackers can eas-
ily forge a 28-octet payload to bypass 
this check. In the context of TCP com-
munication, the first 28 octets of the 

Figure 1. The TCP/IP protocol suite serves as the essential framework for data transmis-
sion on the Internet.
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original packet contain a random se-
quence number, which is hard for at-
tackers to guess. However, in UDP or 
ICMP scenarios, since these protocols 
are stateless and lack randomized se-
quence numbers, attackers can eas-
ily forge a 28-octet payload to include 
in the falsified ICMP error message. 
This allows them to evade the receiv-
er’s legitimacy check and deceive the 
receiver into responding to the mes-
sage, leading to unintended protocol 
interactions that pose security risks.

Threat model of off-path attacks. 
Figure 2 shows the threat model of 
off-path attacks on the TCP/IP pro-
tocol suite via forged ICMP error 
messages. The off-path attacker is 
positioned outside the direct commu-
nication path between the server and 
the client. Consequently, the attacker 
cannot intercept or directly modify 
packets in transit between the server 
and the client. Instead, the attacker 
can forge and send packets with ar-
bitrary source IP addresses.2,a Specifi-
cally, by leveraging forged ICMP error 
messages, the attacker exploits weak-
nesses and forces exceptional behav-
iors during cross-layer interactions 
among multiple protocols within the 
server’s TCP/IP protocol suite. Once 
these vulnerabilities are triggered, 
network traffic from the server to the 
client will be affected. Furthermore, 
the off-path attacker can impersonate 
the server and inject crafted packets 
into the client to manipulate the tar-
get network traffic. The following four 
sections delve into work of ours that 
identified vulnerabilities (informa-
tion leakage,9,10 desynchronization,12 
semantic gap,11 and identity spoof-
ing13) caused by forged ICMP error 
messages, enabling off-path attackers 
to launch impactful attacks.

Information Leakage
TCP plays a fundamental role within 
the TCP/IP protocol suite and is an 
important part of the Internet, ensur-
ing data packets reach their intended 
destinations accurately and in the cor-
rect sequence. A key security measure 

a	 Prior studies show that about a quarter of 
ASes on the Internet do not filter packets with 
spoofed source addresses leaving their net-
works, and it is trivial to rent such a machine 
from a bulletproof hosting node.26–28

within the TCP protocol is 32-bit ran-
domization of sequence and acknowl-
edgment numbers. This strengthens 
the protocol’s resilience against out-
of-band malicious TCP packet injec-
tions. However, despite the extensive 
randomized sequence and acknowl-
edgment number space, which sig-
nificantly increases the time needed 
for brute-force attacks, TCP protocol 
operations involve interactions with 
other protocols in the TCP/IP proto-
col suite. During these interactions, 
certain fields of other layer protocols, 
such as the Identification field of the 
IP protocol (IPID), can be exploited to 
infer the TCP protocol’s sequence and 
acknowledgment numbers. In partic-
ular, we discovered that the IPID field, 
even with the most advanced IPID as-
signment policy currently available in 
Linux systems, can be manipulated by 
a forged ICMP error message issued by 
off-path attackers. This manipulation 
allows the attacker to indirectly infer 
confidential information (that is, the 
sequence and acknowledgment num-
bers of TCP) by observing the IPID 
field, ultimately leading to informa-
tion leakage during protocol cross-
layer interactions. This can enable the 
off-path attacker to inject malicious 
TCP packets into the target connec-
tion, thereby jeopardizing the integ-
rity of the associated TCP stream.9

IPID assignment. The IPID field is 
used to enable defragmentation. After 
abandoning previous vulnerable IPID 
assignment methods (for example, 
global IPID assignment and per-desti-
nation IPID assignment), modern op-
erating systems typically employ ad-
vanced methods to assign IPIDs for IP 
packets. For instance, Linux systems 
use a per-socket-based IPID assign-
ment policy for TCP packets and 2,048 
globally shared hash counters for non-
TCP packets.1 Though this IPID as-
signment method aims to safeguard 
TCP protocols against information 
leakage stemming from IPID values, 
we demonstrated a vulnerability that 
can be exploited by off-path attackers 
to deduce the upper-layer sequence 
and acknowledgment numbers of a 
victim TCP connection.

Inference of randomized numbers. 
In this situation, the off-path attacker 
pretends to be a router and issues a 
crafted ICMP error message (an ICMP 

By operating 
directly on top 
of IP, ICMP 
error messages 
embedded with 
various payloads 
can influence the 
behavior of higher 
layers such as TCP 
and UDP, and can 
even be exploited by 
off-path attackers to 
compromise higher-
layer protocols. 
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longer consecutive. By making this 
comparison, the attacker can accu-
rately deduce sensitive information, 
such as the sequence and acknowledg-
ment numbers of the target TCP con-
nection. For off-path TCP injection at-
tacks (as described in Cao et al.6 and 
Qian and Mao36), once off-path attack-
ers identify the randomized sequence 
and acknowledgment numbers of the 
target TCP connection, they can craft 
an out-of-band TCP packet specified 
with these identified numbers in the 
TCP header. When injected into the 
target connection, this packet will 
pass verification and be accepted by 
the receiver, potentially terminating 
or poisoning the connection.

Experimental results. Through 
real-world evaluations, we have dem-
onstrated that the information leak-
age caused by cross-layer interactions 
can have severe real-world conse-
quences, enabling attackers to infer 
and disrupt a large number of TCP 
connections. We found that more 
than 20% of the Alexa top 100k web-
sites are vulnerable. To test this, we 
first establish a TCP connection from 
our client to each of the websites in 
the Alexa top 100k list. Then, an at-
tack machine on the Internet issues 
a forged ICMP “Packet too big” mes-
sage to the website to manipulate its 
IPID assignment for our client. Our 
results show that 20% of the websites 
can be tricked into downgrading the 
IPID assignment from the per-socket-

will exhibit varying behaviors under 
different circumstances, enabling the 
attacker to discern whether the speci-
fied values in the forged TCP packets 
are correct. As shown in Figure 3, the 
attacker initiates the process by send-
ing an ICMP echo request packet to the 
server and monitors the current value 
of the shared IPID counter when the 
server responds with a reply packet. 
Subsequently, the attacker imperson-
ates the identity of the victim client 
by IP spoofing and crafts a TCP packet 
destined for the server. This crafted 
packet includes the specified sequence 
number (seq). In this scenario, the 
server’s behavior varies based on the 
sequence number specified within the 
crafted packet. As illustrated in Figure 
3a, when the specified sequence num-
ber is incorrect (that is, not within the 
server’s receive window), the server 
simply discards the packet. When the 
attacker later observes the current 
value of the shared IPID counter once 
more, it will notice that the IPID coun-
ter’s values remain consecutive.

If the specified sequence number 
is correct (as shown in Figure 3b), the 
server will generate a reply packet 
destined for the client, even though 
the client will ultimately discard this 
reply. This reply packet consumes a 
value from the shared IPID counter. 
When the attacker subsequently ob-
serves the current value of the shared 
IPID counter once more, it will notice 
that the IPID counter’s values are no 

Destination Unreachable message 
with the code “Packet too big”) em-
bedded with a 28-octet payload of a 
fake ICMP echo reply packet to a Linux 
server. This crafted ICMP error mes-
sage evades the server’s legitimacy 
check and deceives it into downgrad-
ing its IPID assignment policy for TCP 
packets. The policy transitions from 
a per-socket-based policy to the utili-
zation of 2,048 globally shared hash 
counters. Given the limited size of the 
hash counter pool (2,048), the attacker 
can change its IP address to success-
fully provoke a hash collision with a 
victim TCP client of the server.b This 
occurs because Linux servers select 
one of the 2,048 hash IPID counters 
based on the destination IP address of 
outgoing packets. Consequently, the 
server can be tricked into selecting 
the same IPID counter for both the at-
tacker’s IP address and the victim cli-
ent’s IP address. This situation allows 
the attacker to deduce the specific 
IPID counter being used by the Linux 
server for the victim TCP connection, 
thus creating a side channel to leak 
connection information.

Once the shared IPID counter is 
identified, the attacker proceeds to 
send crafted TCP packets to the vic-
tim server. The shared IPID counter 

b	 Since kernel version 5.12.4, Linux has used a 
dynamic hash counter pool proportional to 
physical RAM size to mitigate IPID-based fire-
wall attacks.24

Figure 3. The attacker determines the accuracy of the specified sequence number by observing the shared IPID counter.9
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As shown in Figure 5, a router on 
the Internet may generate an ICMP 
error message (an ICMP Destina-
tion Unreachable message with the 
code “Packet too big”) directed at the 
server. This ICMP error message can 
be triggered by various protocol ses-
sions from the server, such as UDP or 
ICMP echo. Upon reaching the server, 
this message updates the global vari-
able of path MTU in the IP layer based 
on its contents. However, as this 
message lacks specific TCP connec-
tion information, the update to the 
path MTU value is not immediately 
synchronized with the TCP layer. In-
stead, the IP layer defers feedback 
until it passively detects the TCP con-
nection by receiving oversized TCP 
segments, which it then fragments 
and sends out. Once the IP layer ac-
knowledges the TCP connection, it 
updates the TCP layer with the new 
path MTU value, allowing TCP to ad-
just the MSS of subsequent segments 
to avoid IP fragmentation.

This desynchronization issue con-
cerning the path MTU value between 
TCP and IP undermines the primary 
purpose of the path MTU discovery 
mechanism and causes unintended 
IP fragmentation on TCP segments. 
In particular, we find that off-path at-
tackers on the Internet can imperson-
ate a router and forge such an ICMP 
error message to trick the server into 
fragmenting its TCP segments. This 
manipulation exploits the inher-
ent challenge in verifying the source 
and transmission path of ICMP error 
messages within the current Internet 
infrastructure. For example, we can 
forge the ICMP error message to in-
clude an embedded ICMP echo reply 
packet, effectively tricking the server 
into fragmenting TCP segments and 
introducing a new attack vector.

within the host’s IP layer. This value 
defines the maximum IP packet size 
for the path from the host to a spe-
cific destination IP address. Opera-
tions on the path MTU value extend 
beyond the IP protocol and involve 
various other protocols, such as TCP 
and UDP. Ideally, using the path MTU 
value to determine TCP segment size 
should eliminate the need for IP frag-
mentation. However, we have demon-
strated that, in practice, simultane-
ous updates on this global variable by 
various protocols, tricked by a crafted 
ICMP error message, can lead to de-
synchronization issues.12 This can 
result in discrepancies between the 
path MTU value at the IP layer and 
the MTU value read by the TCP layer, 
potentially causing the TCP layer to 
transmit oversized segments, lead-
ing to abnormal IP fragmentation. 
Consequently, off-path attackers can 
inject manipulated IP fragments into 
the target TCP connection, causing 
the mis-reassembling of IP fragments 
and disrupting the target TCP traffic 
without needing to infer random se-
quence numbers.

Forcing IP fragmentation on TCP. 
It is a widespread belief that TCP is 
immune to IP fragmentation because 
TCP enables path MTU discovery (PM-
TUD) by default. This mechanism de-
tects the maximum allowed packet 
size along the path and enables TCP 
to adjust the maximum segment size 
(MSS) accordingly, thus avoiding IP 
fragmentation on TCP.29,31 In prac-
tice, the detected path MTU value is 
a global variable maintained at the 
IP layer. Consequently, when multiple 
protocols, such as IP, TCP, UDP, and 
others, simultaneously interact with 
it, unexpected synchronization issues 
may occur, resulting in unintended IP 
fragmentation on TCP segments.

based policy to the hash-based policy 
for their TCP packets after receiving 
forged ICMP error messages. We have 
implemented a prototype to perform 
case studies on a wide range of appli-
cations—for example, HTTP, SSH and 
BGP—to validate the effectiveness of 
the identified off-path TCP hijacking 
attack due to cross-layer information 
leakage. We’ve shown that an off-path 
attacker can infer the sequence num-
ber of a target TCP connection on port 
22 within 155 seconds, thus crafting 
an out-of-band TCP RST packet to 
tear down the victim SSH session to 
cause a denial-of-service (DoS) attack. 
In addition, the attacker can infer 
the sequence and acknowledgment 
numbers of a target TCP connection 
within 215 seconds, thus crafting a 
TCP data packet to poison Web appli-
cations or BGP routing tables.9 Figure 
4 is a snapshot of our attack against a 
Web application, in which an attacker 
identifies a TCP connection and pro-
ceeds to inject a fake message.

Desynchronization
Desynchronization within the TCP/IP 
protocol suite caused by crafted ICMP 
errors refers to a situation where multi-
ple protocols simultaneously work with 
the same variable or data unit. Factors 
such as network delays or conditional 
competition introduced by a crafted 
ICMP error message can cause these 
protocols to lose synchronization, lead-
ing to ambiguity around the value of 
that variable or data unit. This disrup-
tion can degrade the network’s original 
functionality or semantics, creating 
opportunities for attackers to exploit 
and compromise network systems.

Consider the path MTU value, 
which is a global variable maintained 

Figure 4. Snapshot of Web application 
poisoning.9

Figure 5. IP fragmentation on TCP segments due to desynchronization of the path MTU 
value between IP and TCP.
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target HTTP server is established by 
the puppet, and the connection and 
segments from the HTTP server are 
known to the attacker. Consequently, 
leveraging our method, the attacker 
can craft subtle IP fragments to force 
the incorrect reassembly of both le-
gitimate and malicious fragments, 
thereby poisoning the client’s Web 
cache, leading to regular users en-
countering poisoned local cache data 
when accessing the HTTP server later.

Furthermore, we showed that an 
off-path attacker can manipulate BGP 
routing tables via our attack. The at-
tacker first probes periodically ad-
vertised BGP messages in advance.15 
Then, it manipulates BGP routers 
into fragmenting TCP segments 
by sending forged ICMP error mes-
sages. Finally, the attacker injects 
forged fragments into the BGP mes-
sages to poison the routing tables. 
Figure 7 illustrates the altered rout-
ing information received by a vic-
tim BGP router within our test-bed 
environment, which differs from the 
original routing information adver-
tised by its peer BGP router. In this 
scenario, the attacker has replaced 
the legitimate routing information of 
10.2.2.0/24 with a counterfeit entry of 
12.2.0.0/24 by injecting meticulously 
crafted IP fragments into the victim 
BGP router. Our experimental find-
ings indicate that these attacks can 
pose a significant threat to Internet 
infrastructure. It is worth noting 
that a session encryption mecha-
nism (for example, TLS) will mitigate 
the identified IP fragmentation at-
tacks against TCP, since the mis-re-
assembled TCP segment cannot pass 
the up-layer verification and will be 
discarded. However, the discarding 
of the mis-reassembled TCP seg-
ment will incur a performance loss, 
since benign fragments are also dis-
carded together.

Semantic Gap
Protocols may inherently fall short in 
comprehensively addressing the wide 
spectrum of data types and exception-
al scenarios when processing pack-
ets carr ying cross-layer data, giv-
ing rise to gaps in understanding 
that hinder the proper response to 
such packets. To maintain network 
functionality, protocols may resort 

Poisoning TCP traffic via IP frag-
mentation. Once TCP packets expe-
rience IP fragmentation due to the 
desynchronization issue, an off-path 
attacker may exploit this vulnerability 
to launch IP fragmentation injection 
attacks against TCP traffic. As shown 
in Figure 6, at first the off-path attacker 
may employ various techniques, such 
as social engineering or network side 
channels, to detect the existence of a 
TCP connection between a victim serv-
er and a client. Then, the attacker forg-
es an ICMP error message and sends it 
to the server, triggering the desynchro-
nization vulnerability on path MTU in 
the server’s TCP/IP protocol suite. This 
manipulation causes IP fragmenta-
tion on the TCP packets sent from the 
server to the client. Following this, the 
attacker impersonates the server via 
IP spoofing and sends crafted IP frag-
ments to the victim client. As a result, 
legitimate fragments from the server 
will be incorrectly reassembled with 
the malicious ones introduced by the 
attacker. Ultimately, this leads to the 
replacement of the original data with-
in the TCP packets, initiating a poison-
ing attack on the targeted TCP stream. 
According to RFC 791, the minimum 
IP fragments on the Internet is 68 oc-
tets; thus, the random sequence and 
acknowledgment numbers are always 
carried in the first benign fragment 
from the server. Consequently, IP-frag-
mentation-based poisoning attacks 
against TCP can be performed without 
the need to infer the random sequence 
and acknowledgment numbers.c

Experimental results. We demon-
strated that off-path attackers can 
manipulate HTTP traffic via our at-
tack. A malicious JavaScript installed 
at the victim client via spam aids the 
attacker in synchronizing timing 
and aligning data to poison the local 
Web cache.d The connection to the 

c	 It is worth noting that the handling of over-
lapped IP fragments is an implementation 
decision. Popular operating systems (for ex-
ample Linux, OpenBSD, Windows) handle 
overlapped IP fragments on a first-come, first-
served basis,12 which allows attackers to send 
crafted IP fragments to the victim client in 
advance, facilitating the construction of our 
attack.

d	 The malicious JavaScript is sandboxed by the 
client’s browser, having limited privileges,  
and cannot access any information within the 
TCP/IP protocol suite.12

Protocols may 
inherently fall short 
in comprehensively 
addressing the 
wide spectrum 
of data types 
and exceptional 
scenarios when 
processing packets 
carrying cross-layer 
data. 
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on the Internet, revealing that this 
DoS attack, due to the semantic-gap 
vulnerability in the ICMP error mes-
sage’s legitimacy check mechanism, 
can be exploited to pose a significant 
threat to the Internet. In our ethical 
measurement studies, we first initiate 
a session between our controlled cli-
ent and the target server (for example, 
an HTTP session from our Web client 
to a public HTTP server). Then, using 
the identified ICMP redirect DoS at-

respond to the message, redirecting 
its traffic for the victim client to the 
neighboring host as specified by the 
forged ICMP redirect message. How-
ever, the neighboring host lacks rout-
ing and forwarding capabilities and 
will discard the server’s traffic. This 
results in a cross-layer DoS attack on 
all network sessions above the IP layer 
of the server.

Experimental results. We con-
ducted large-scale measurements 

to employing default and imprecise 
processing methods when respond-
ing to these packets, thereby intro-
ducing the possibility of semantic 
mismatches—semantic gaps—that 
attackers can exploit to compromise 
the system’s security. Specifically, we 
uncovered that, due to such a seman-
tic-gap vulnerability in the legitimacy 
checks against ICMP error messages, 
an off-path attacker on the Internet 
can craft an ICMP redirect message 
to evade the receiver’s (for example, a 
public server) checks. This tricks the 
receiver into modifying its routing 
table incorrectly and forwarding its 
IP traffic to black holes, thereby con-
ducting a stealthy DoS attack against 
public servers on the Internet.11

DoS via semantic gap of ICMP error 
checks. Figure 8 illustrates our design 
for constructing a DoS attack against 
a victim server, redirecting its traf-
fic intended for the victim client into 
a black hole hosted by a neighbor-
ing host of the server that is unable 
to forward network traffic. Initially, 
the server can successfully forward 
its traffic to the client. An off-path 
attacker on the Internet identifies 
a neighboring host near the target 
server through actions like ICMP echo 
requests (for example, using the ping 
tool). This host will later serve as a 
routing black hole. The attacker then 
impersonates the victim client by IP 
spoofing and sends a crafted UDP re-
quest to the server. Deceived by the re-
quest, the server responds with a UDP 
reply to the victim client, which the 
victim client eventually discards.

The attacker then embeds the 
predictable UDP reply packet into a 
crafted ICMP redirect message and 
sends it to the victim server. Accord-
ing to the ICMP specifications,3,5,35 
the server will check the first 28 octets 
of the embedded UDP reply packet to 
validate the legitimacy of the received 
ICMP redirect message, thereby veri-
fying the existence of the correspond-
ing UDP socket, even though it cannot 
check any further information due to 
UDP’s stateless nature. Since the at-
tacker previously tricked the server 
into establishing the UDP socket for 
the victim client, this crafted ICMP 
redirect message will pass the serv-
er’s legitimacy check. Consequently, 
the server will mistakenly accept and 

Figure 6. Poisoning TCP traffic via IP fragmentation.12
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BGP table version is 0, local router ID is 10.3.0.50
Status codes: s suppressed, d damped, h history, * valid, > best, =
	 i internal, r RIB-failure, S Stale, R Removed
Origin codes: 	i - IGP, e - EGP, ? - incomplete

Network Next Hop Metric LocPrf Weight Path

*> 10.1.1.0/24 10.1.0.50 0 0 7675 i

*> 10.23.23.0/24 10.1.0.50 0 0 7675 i

*> 10.23.29.0/24 10.1.0.50 0 0 7675 i

*> 10.23.31.0/24 10.1.0.50 0 0 7675 i

*> 12.2.0.0/24 10.1.0.50 0 0 7675 i
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into following the messages’ instruc-
tions and setting the attacker as their 
new AP router, granting the attacker 
the ability to intercept traffic with-
in the Wi-Fi network. What is more 
concerning is that this vulnerability 
enables the attacker to evade Wi-Fi 
protocol security measures such as 
WPA3, granting access to plaintext 
traffic.

Wi-Fi traffic hijacking. Fig-
ure  10  shows an overview of how to 
intercept plaintext traffic in Wi-Fi 
networks by leveraging the identity-
deception vulnerability. In Wi-Fi net-
works, due to the shared nature of 
wireless channels, a malicious client 
may eavesdrop on wireless frames 
belonging to other clients. These 
frames, however, are usually encrypt-
ed by security mechanisms at the 
link layer, such as WPA2 or WPA3. As 
a result, it is difficult for the attacker 
to directly access plaintext informa-
tion. We discovered a security vulner-
ability within the network processing 
unit (NPU) employed in AP routers. 
Driven by the quest for high-speed 
packet forwarding, these NPU chips 
within AP routers directly forward 
received ICMP messages (including 
forged ICMP errors from an attack) 

Identity Deception
The problem of identity deception 
stems from the lack of security au-
diting for data sources during cross-
layer interactions among multiple 
protocols within the TCP/IP protocol 
suite, a particular source of ICMP er-
rors. This allows attackers to craft 
specific control protocol data, dis-
rupting the normal operation of the 
network. We show that in specific 
network scenarios, such as Wi-Fi net-
works, identity deception can be par-
ticularly severe, presenting one of the 
most common challenges.13 In public 
Wi-Fi networks such as those found 
in airports, coffee shops, campuses, 
and hotels, an attacker (a malicious 
client) may connect to the network 
and employ source-IP-address spoof-
ing techniques to impersonate the ac-
cess point (AP) gateway. The attacker 
can then send forged ICMP routing 
update control messages (that is, 
ICMP redirect messages designed for 
AP gateways only in Wi-Fi networks) 
to other clients. These forged ICMP 
routing update control messages will 
pass through the AP gateway; if the 
AP gateway fails to block the forged 
messages that finally arrive at other 
clients, these clients will be tricked 

tack, we redirect the “server-to-our-
client” traffic to a black hole. This 
causes subsequent requests from 
our controlled client to the server to 
fail, demonstrating that the server 
is vulnerable to our attack while not 
affecting the server’s regular users. 
Our experimental results show that 
the identified DoS attack can target 
not only individual users, preventing 
them from visiting a Web server, but 
also server-to-server communication, 
such as shutting down a DNS resolver 
from contacting a particular authori-
tative name server (under our control 
in the experiments due to ethical con-
siderations) to resolve domain names. 
It is even possible to disrupt the entire 
operation of a service such as Tor by 
breaking down the communication 
between a Tor relay node and a next 
hop. Our one-month empirical study 
on the Internet revealed that 43,081 
popular websites, 54,470 open DNS 
resolvers, and 186 Tor relay nodes, 
spanning 5,184 autonomous systems 
(ASes) across 185 countries, are vul-
nerable to the semantic gap vulnera-
bility and susceptible to the identified 
remote DoS attack. Figure 9 shows the 
geographical distribution of the vul-
nerable websites we detected.

Figure 9. Distribution of websites with the semantic-gap vulnerability.11
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nized by Qualcomm (CVE-2022-2566) 
and HiSilicon (HWSA21-085272813). 
HUAWEI, H3C, Ruijie, MERCURY, 
NETGEAR, and Tenda have also con-
firmed the presence of this vulner-
ability in their AP routers due to the 
NPU. Furthermore, we evaluated 122 
real-world Wi-Fi networks across vari-
ous locations, including coffee shops, 
hotels, libraries, cinemas, and cam-
puses, finding that 109 of these net-
works were vulnerable.

Countermeasures
We responsibly disclosed the identi-
fied vulnerabilities to the affected 
organizations. We reported the IPID 
assignment policy vulnerability, trig-
gered by a forged ICMP “Packet too 
big” message, to the Linux commu-
nity. They acknowledged it (CVE-2020-
36516) and improved the IPID design 
starting from kernel version 5.16. The 
desynchronization and semantic-gap 
vulnerabilities, which are exploitable 

the frame header, the AP encrypts the 
frames using the secret key shared 
with the attacker and sends them to 
the attacker. Finally, after decrypting 
the frames, the attacker can intercept 
the victim client’s plaintext traffic, 
and the link-layer per-hop encryp-
tion in Wi-Fi networks is successfully 
evaded.13

Experimental results. We conduct-
ed real-world evaluations to assess 
the impact of our attack. Initially, 
we investigated whether popular AP 
routers could effectively block forged 
ICMP redirect messages sent from 
an attacker to a victim client. Our 
assessment covered 55 popular wire-
less routers spanning 10 vendors (as 
shown in Figure 11). Our findings 
revealed that none of these routers 
block forged ICMP redirects from 
passing through. The root cause of 
this identity deception vulnerability, 
stemming from the flawed design 
of NPUs, has been officially recog-

at the hardware level, thus failing ac-
cess control list (ACL) rules defined at 
the higher layers to verify and block 
forged messages.

As shown in Figure 10b, this vul-
nerability allows the attacker to im-
personate the AP router and craft an 
ICMP redirect message to manipulate 
the IP routing of the victim client. 
Even though such a message is meant 
to originate exclusively from the AP 
router itself and exhibits obvious ille-
gitimate characteristics (for example, 
its source being the AP router’s IP 
address), due to the NPU’s direct for-
warding of the message, this message 
passes through the AP router and re-
mains unblocked. Ultimately, the mes-
sage reaches the victim client, which 
is deceived into believing it originated 
from the AP router. As a result, the vic-
tim client updates its IP routing, des-
ignating the attacker as the next-hop 
gateway. This causes all subsequent 
traffic from the victim client to be re-
routed through the attacker.

Note that this attack can bypass 
the link-layer encryption-protection 
mechanisms employed in Wi-Fi 
networks (for example, WPA2 and 
WPA3). WPA2 and WPA3 provide per-
hop encryption at the link layer using 
a session key shared between the AP 
and each attached client. Due to the 
crafted ICMP redirect message, how-
ever, the victim client sets the attacker 
as the next hop in the IP layer. There-
fore, when the AP receives the encrypt-
ed link-layer frames from the victim 
client, it needs to perform multi-hop 
relaying at the link layer to complete 
forwarding the frames to the next hop 
(that is, the attacker). Consequently, 
the AP first decrypts the encrypted 
frames using the shared secret key 
with the victim client. Next, accord-
ing to the Destination Address (which 
has been poisoned by the attacker) in 

Figure 11. Distribution of 55 vulnerable AP routers.13
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Figure 10. Wi-Fi traffic interception via identity deception.
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work session to the destination, em-
bedding a hash value in the IP options 
field. If the prior ICMP error message 
was legitimate, this new packet will 
trigger another ICMP error message 
containing the hash value. This al-
lows the receiver to verify authen-
ticity and respond correctly. This 
challenge-and-confirm mechanism 
effectively defends against off-path 
forged ICMP error messages with 
minimal changes to the TCP/IP pro-
tocol suite. It only requires updates to 
the ICMP error message verification 
code on end hosts, without modifying 
intermediate routing devices, and it is 
backward compatible. We are discuss-
ing this mechanism with the IETF.

Securing sessions via cryptography. 
Another mitigation method is to use 
cryptography to secure network ses-
sions as much as possible, such as with 
TLS,38 QUIC,21 and TCP-MD5/TCP-AO.40 
This way, even if an off-path attacker 
exploits forged ICMP error messages 
to trigger vulnerabilities in the TCP/
IP stack, it is difficult for the attacker 
to cause real harm to applications. For 
instance, even if an attacker manipu-
lates the server’s IPID with ICMP er-
ror messages to create a side channel 
and guesses the sequence number of 
a target TCP connection, the injected 
TCP packet will fail TCP-MD5/TCP-AO 
or TLS validation and be discarded. 
Similarly, if an off-path attacker in-
tercepts a victim client’s packets in a 
Wi-Fi network as a man in the middle 
and evades link-layer encryption like 
WPA3, the end-to-end encryption pro-
vided by protocols such as TLS or QUIC 
makes it challenging for the attacker 
to access plaintext application data, 
thereby limiting the attack’s impact.

Conclusion and Future Work
Off-path attacks on the TCP/IP pro-
tocol suite present a significant chal-
lenge to Internet security, as they do 
not constrain the attacker’s network 
topology and require minimal resourc-
es. Previous research has demonstrat-
ed that off-path attackers can exploit 
vulnerabilities in the TCP/IP protocol 
suite to launch various attacks, such as 
TCP hijacking,6,33,36 routing manipula-
tion,32 and Web and DNS cache poison-
ing.16,17,19,23 However, off-path attacks 
facilitated by forged ICMP errors have 
received limited attention.22,28

for IP fragmentation and remote DoS 
attacks, were reported to Linux and 
FreeBSD. Both confirmed receipt, 
and we are awaiting updates. Qual-
comm acknowledged and fixed the 
Wi-Fi identity deception vulnerability 
caused by crafted ICMP redirects in 
their Snapdragon chipsets (CVE-2022-
2566); other affected vendors are still 
working on fixes. We also reported 
the vulnerabilities in the legitimacy-
check mechanism of ICMP errors to 
the Internet Engineering Task Force 
(IETF) and are discussing our coun-
termeasures with them.

Enhancing ICMP error authentica-
tions. The root cause of the four off-
path attacks presented in this article 
is that an off-path attacker can forge 
ICMP error messages to bypass the 
receiver’s legitimacy checks, lead-
ing to unintended protocol interac-
tions and vulnerabilities. The most 
straightforward prevention measure 
is to strengthen the authentication of 
received ICMP error messages. How-
ever, as discussed earlier, verifying the 
legitimacy of ICMP errors is challeng-
ing due to two inherent limitations 
in the current ICMP specifications. 
First, certain ICMP errors (for exam-
ple, ICMP Destination Unreachable 
messages with the code “Packet too 
big” exploited to trigger the informa-
tion leakage and desynchronization 
vulnerabilities) can originate from 
any intermediate router, rendering 
source-based blocking ineffective. 
Second, although ICMP specifications 
mandate including at least the first 28 
octets of the original packet, off-path 
attackers can evade this by embed-
ding a crafted UDP or ICMP payload 
into the forged ICMP error messages, 
thwarting authentication due to the 
statelessness and lack of memory in 
the UDP and ICMP protocols.

Inspired by RFC 5961’s challenge 
ACK mechanism37 for defending 
against out-of-band TCP packet in-
jection, we propose enhancing ICMP 
error authentication by introducing 
a new challenge-and-confirm mecha-
nism. In particular, when a receiver 
gets an ICMP error message embed-
ded with a stateless protocol payload 
(like UDP/ICMP), verifying its authen-
ticity can be difficult. To address this, 
the receiver can send another (UDP/
ICMP) packet on the established net-

Our one-month 
empirical study 
on the Internet 
revealed that 
43,081 popular 
websites, 54,470 
open DNS resolvers, 
and 186 Tor relay 
nodes, spanning 
5,184 autonomous 
systems across 
185 countries, 
are vulnerable to 
the semantic gap 
vulnerability. 
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In our study, we systematically re-
vealed four security issues caused by 
forged ICMP errors: information leak-
age, desynchronization, semantic 
gaps, and identity deception. These 
issues can be exploited by attackers 
to pose severe security threats to the 
Internet. Essentially, these security is-
sues arise from the disruption of the 
protocol’s intended communication 
processes and semantic integrity by 
forged ICMP error messages, leading 
to unexpected behaviors that attackers 
can exploit. We call these vulnerabili-
ties, as they are protocol interaction se-
mantic vulnerabilities caused by forged 
ICMP errors, distinguishing them from 
memory corruptions caused by unsafe 
programming practices. Given that 
ICMP (including ICMPv6) is widely im-
plemented and crucial across various 
TCP/IP protocol stacks, the semantic 
vulnerabilities caused by forged ICMP 
errors may extend beyond the four we 
have identified.

  A critical area of focus for future 
research is automated identifica-
tion of these semantic vulnerabili-
ties, for example, by leveraging tech-
niques from program analysis7,14 and 
AI models.30,39  In program analysis, 
data-flow analysis can be employed 
to trace the movement of packets 
through the protocol stack, helping 
to detect vulnerabilities such as de-
synchronization issues during packet 
data processing. AI models trained 
on network traffic patterns can iden-
tify anomalies, enabling the early de-
tection of potential vulnerabilities. 
By integrating these approaches, it 
may be possible to develop more pro-
active and automated methods for 
identifying and mitigating security 
risks within network protocols.
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